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Abstract

The concept of relevance is central to both jurisprudence and information retrieval. But what do we mean when we say that something is relevant? Is there a difference between how relevance is understood in jurisprudence and in information science? Which aspects that are unique to legal information have effect on relevance? And can we use this to build better information retrieval systems for legal information?

This thesis discusses the concept of relevance, both as it is used in general and in legal contexts. It describes the retrieval models used in modern information systems, and what notion these models have of relevance. By examining the legal reasoning process, in particular the process of finding legal information, it attempts to find a retrieval model and a function for ranking that is adapted to legal information.

This function is implemented and evaluated against a traditional probabilistic ranking algorithm. It is shown to perform substantially better for all tested information need scenarios.
“Relevance is a human notion. How does one do anything neatly and precisely and unambiguously with human notions?”\(^1\)

“Science is what we understand well enough to explain to a computer. Art is everything else we do.”\(^2\)

---


\(^2\)Donald Knuth, in the foreword to Marko Petkovsek/Herbert S. Wilf/Doron Zeilberger: A = B, 1996
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